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ABSTRACT The research described in this paper is rooted in the endeavours to dynamically combine different MT approaches in order to improve the performance of MT systems —
most importantly, the quality of translation. The authors review the ongoing activities in the field and present a case study, which shows how simple statistical data concerning single- and
multiword translations can be drawn from parallel corpora and compiled into the lexicon of a rule-based MT system. As a result, the lexicon is enriched with translation equivalents attested
for different subject domains, which facilitates the tuning of the MT system to a specific subject domain and improves the quality and adequacy of translation.
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PE®EPAT UccrenoBanue, onuchiBaeMoe B paboTe, JICKUT B pyciie NPEANPUHUMACMbIX B ITOCIIEHEE BPEMs TONBITOK AUHAMHYECKU COCANHHUTD B OJHOM MIaTGOopMe pasindHble MOAXO/bI K
MaIIMHHOMY IHepeBoay. Lleas Takoro coeJMHEHUs — ONTUMHU3NPOBATh paboTy cucteMsl MIT u, B mepByo ouepesb, yIydllUTh Ka4ecTBO nepeBoja. JlaeTcs kpaTkuii 0630p COBPEMEHHBIX
paboT B ATOM HaNpaBICHHH M M3JIaraeTCsl CEPUsl IKCIEPUMEHTOB, B X0J¢ KOTOPBIX U3 IapauIeIbHOr0 KOPIyca TeKCTOB CTATHCTUYECKUMH METOAAMH M3BJICKAIOTCS OTHOCUTEIBHO
HETPUBHUAJIBHBIC U IIPU 9TOM AOCTATOYHO YACTOTHBIC IEPEBO/IHBIC SKBUBAICHTHI OT/ACIBHBIX CJIOB M ABYXCIOBHBIX COYETAHUH. DTH YKBUBAJICHTHl aBTOMATHYECKU BBOJSITCS B IBYSI3bIYHBIC
ciaoBapu cucteMbl MII U KOPPEKTUPYIOTCS OCIIE KaXKI0r0 CeaHca CTATUCTHYECKOIT 00pabOTKH, YTO JaeT BOSMOXXHOCTh 3aMETHO YJIYYLIMTh Ka4eCTBO NMEPEeBOa. DKCIECPHMEHTHI
MPOBOJMIINCH HA CHCTeMe aBToMaTtn4eckoro rnepesoga DTAII-3, paspaboranHoii B 1abopatopun KoMnbsioTepHoi muarsuctrkn U PAH.

1 INTRODUCTION

For decades, the rule-based approach (RBMT) has been the only strategy pursued by researchers in the field of MT. The emergence of Translation Memories (TMs),
Statistics-Based MT and Example-Based MT (EBMT) has changed the situation by shifting the acquisition of data away from the linguistically inspired human rule
writer to the computer, which accumulates translation knowledge

faster than its human counterpart
in greater quantities
in a format which is directly usable by the machine.

After years of experiments and discussions it has become clear, however, that none of the approaches in their isolated form will solve the problem of MT within a
reasonable time (cf. Somers 1998). It is equally unlikely that a new, "ideal" approach may be proposed and implemented on a sizeable scale in the foreseeable future.
Substantial progress in the field can therefore be achieved only by combining the strengths of different approaches.

The authors' present attempt to integrate different MT approaches contrasts with earlier static attempts at such combination, in particular, with the experiments in which
different translation engines are run in parallel, as in Pangloss (see Brown and Frederking 1995, Brown 1996). Actually, such implementations offer little help, since
only the final outputs of different engines are compared. On the other hand, it has already been shown that an integration of different MT approaches may yield better
results than those achieved by an individual system. An instructive example is the experience of the Verbmobil platform where the use of the complementary strengths of
at least three MT approaches in one framework (deep analysis, shallow dialogue-act based approach and simple TM) improves the performance of the system (see
Nubel 1997). What we have tried to do is to supplement an advanced rule-based MT system with a statistics-based preprocessor, which aims at rating translational
equivalents offered by the MT system and creating a set of semi-compositional multiword translation equivalents from parallel corpora classified with respect to subject
domains.

2 PRIOR RESEARCH

Within the above general research strategy, we tried to find ways of integrating different MT paradigms in one framework and implemented prototypes of such
integrated systems. The MT paradigms we considered in earlier experiments were RBMT on the one hand and EBMT or Translation Memories on the other hand.

In one of these experiments, we linked CAT2, an RBMT system (see Streiter 1996, 1998) to an EBMT system EDGAR (Carl 1998). During the analysis phase,
EDGAR comes into play after the morphological analysis and before the syntactic analysis performed by CAT2, and, during generation, it operates after the syntactic
generation and before the morphological generation. In such an architecture, EDGAR serves for CAT2 as an intelligent multiword and phrase translation front end,
whereas CAT2 for EDGAR performs the translation of linguistic structures which are beyond the capabilities of EDGAR.

In a second experiment, we linked the RBMT system ETAP-3 (see Anpecsiu u ap. 1992, Apresjan et al. 1992, 1993, Homaun, Huaman 1997) witha TM
prototype. During translation, a sentence of the source text is checked against the TM case base. If any of the examples contained there are found, all syntactic links
that involve the example concerned are forcefully established prior to regular parsing operation, irrespective of whether the same links would later be obtained or not.
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Al links that contradict those established for the example are overridden, including the links that originate from those words of the example that are not allowed to have
daughters. After the syntactic tree of the sentence processed is fully generated, it is sent to the transfer component, where the equivalent side of the example is
substituted for the fragment corresponding to the source side of the example. In the simplest case, the (only) syntactic link coming into the top node of the source
example is replaced by a link coming into the top node of the target example, whereas all links originating from the elements of the source example are represented as
ones originating from the top node of the target example.

Both experiments in linkage have been recently reported in detail in Carl et al. (1999).

In a previous paper (Streiter et al. 1999), we showed how, within an RBMT system, simple statistical data can be used (a) to tune the system automatically to a
specific subject domain and (b) to improve the system’s efficiency. In the experiment, lexical data were extracted from monolingual corpora using statistical methods
and compiled into the lexicon of the RBMT system. The enriched RBMT is used during source text analysis to (partially) exclude unlikely homographs and during
transfer, where translation equivalents attested for the relevant subject domain are tried first.

A somewhat different approach within the same research paradigm of hybrid MT systems is found in Heyn (1996) and Carl et al. (1998b), where the effect of combining
TM technology with linguistically rich representations is investigated.

3 BILINGUAL CORPORA SUPPORT FOR MT

The main objective of the present study is to investigate the potentials of integrating statistical data drawn from parallel bilingual corpora into an RBMT system. In
contrast to recent publications by Choi et al. (1998) and Jung et al. (1998), we did not use statistical information to recognise the subject domain to which the texts
belong. Instead, we used corpora classified with respect to the domain to rate the translation hypotheses created by the RBMT system with respect to their likelihood
of occurrence in a text from the respective subject domain. The rated hypotheses were transformed into a rule-format and automatically integrated into the MT lexicon.
The new data not only proved to be useful for translation but helped to solve some of the ambiguities in the source language which, until now, could not be solved by
other means.

3.1 Rating Translation Equivalents

The lexicon of an RBMT system represents, among other things, a huge set of translation equivalents, from which the system must select the most appropriate ones. In
the experiment, we collected a very long list of translation equivalents, using several lexica of the ETAP-3 system. The list, called TRANSETAP, which contained over
130,000 bilingual equivalents (for the most part consisting of one word each) supplied with information about the part of speech and, in case of lexical ambiguity, the
lexeme number was checked against representative parallel corpora, each associated with a specific subject domain.

3.1.1 Morphological Preprocessing of Parallel Corpora

In order to make such a check possible, every monolingual text of the parallel corpus was morphologically processed. The motivation for the intervention of the
morphological analyzer is rather obvious: the reduction of as few as two inflected forms to one underlying lemma renders statistical data more informative. For example,
if the source text contains two word forms of the same lexeme, e.g.player and players, the resulting statistical data will count two occurrences of the lexeme player . It
is even more important to use information on inflection if the source language has rich morphology, as is the case with Russian, where a verbal paradigm may contain
well over 200 word forms.

The morphologically processed texts are transformed into strings of possible lemmas. So, the English sentence This man mans the new boat will be eventually
presented as

(D) THISS 1 THISA2||MANS1|MANV 2| THEArt | NEWA | BOATS1|BOATV?2,
while its Russian counterpart, 9mom uenosex nabupaem xomanoy ons nosozo kopabns, Will receive the following representation:
(2) OTOT A _|| YEJIOBEK S _ || HABUPATB V _|| KOMAHJIA S 1| KOMAHJIA S 2 || HOBBIII A _ || KOPABJIb S _

In (1), THIS S 1 and THIS A 2 represent, respectively, the demonstrative pronoun and the pronominal adjective, MAN S 1 and MAN V 2 represent the noun man
and the verb to man, etc. In (2), KOMAHJIA S 1 corresponds to the noun meaning team and KOMAHJIA S 2 to the noun meaning command. Homographs are in
part automatically reduced with the help of simple contextual rules. Single vertical lines separate different analyses of the same word forms, while double lines separate
the words.

3.1.2 Alignment of Parallel Texts

No linguistically sophisticated alignment, either on sentential basis (as in Brown et al. 1991) or segment basis identified via anchor points as suggested by Fung (1995)
has been attempted. As is known, the former of the two approaches is difficult to implement since parallel texts may be organised differently with respect to their
sentence and paragraph boundaries. Texts may also contain pictures, tables, bibliographies etc., which are difficult to align or even text portions present in only one of
the parallel texts. The second approach seems unnecessarily complex for the task in question. We have proposed another approach to alignment which, in our opinion,
is both simple and adequate for our purposes.

In this approach, the parallel texts, prepared as described in 3.1.1, are cut into partially overlapping parallel strips, or windows (see Fig. 1). The size of the first window
is specified by a parameter external to the programme (e.g. 50 words), and that of the second window is dynamically calculated by the programme, depending on the
relative size of the two texts constituting the parallel pair. For example, 50 words for the text in the first language may averagely correspond to 48 words in the second
text. In this case, the size of the second window will be set at 48 words.
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Fig. 1. Window alignment of parallel texts
3.1.3 Extraction of Attested Equivalents

The aligned parallel texts are statistically processed by two experimental PERL programmes, run consecutively. The first programme tries to find multiword
translation equivalents and attests them for the specified subject domain. The second programme, which takes the output of the first programme into account, finds
and attests single-word translation equivalents. We will start by describing the operation of the programme that deals with single words, because it is simpler, and
then proceed to the multiword programme.

The single-word programme compares with TRANSETAP all possible pairs of words taken from two parallel windows (for example, 50 48 combinations for the
first window pair, etc.). All pairs {word, , word., } (where word,  belongs to window m of Text 1 and word,, . belongs to window m of Text 2) that could be found

in TRANSETAP are stored and counted.

As a result of such processing, a list of attested translations for a given subject domain is produced. The following example is an excerpt from the attested
translation list generated from a parallel corpus of computer texts. The data in each line are read as follows: English lemma, English part of speech, English lexeme
number (if any), Russian lemma, Russian part of speech, Russian lexeme number (if any), absolute frequency of the pair, day of the last modification (starting from
year's beginning).

activity S _ AKTHBHOCTh S _ 7 55
activity S _ JEATENBHOCTD S _ 4 55
address S 1 azpec S _ 111 55
address S 1 ob6pamenue S 1 4 55
address V 2 obpamarscs V 1 7 55
allowV _ 1o3BOJISATh V _ 37 55
allow V _ paspemars V 2 10 55
application S _ HPUIIOKEHHE S _ 11 55
application S _ 3asBKa S _ 6 55
call V2 Ha3bIBaTh V _ 5 55
callv2 BbI3bIBaThH V 1 6 55
certificate S 1 ceprudukar S _ 67 55
certificate S 1 yIoCTOBEpeHue S _ 7 55
content S 1 coepxanue S _ 7 55
content S 1 cozepkuMoe S _ 4 55
control S 1 KOHTPOJIb S _ 7 55
control S 1 ynpasienue S 1 10 55
design S 2 pOeKT S _ 4 55
design S 2 HPOCKTUPOBAHUE S _ 6 55
different A _ pasnu4HbIi A _ 6 55
different A _ pasHbIii A _ 7 55
directory S _ JPEKTOpHUst S _ 117 55
directory S _ CIIPaBOYHKK S _ 9 55
drive S 2 BOXIEHHE S _ 6 55
drive V1 BOJHTD V _ 8 55
feeling S _ ourymieHue S _ 4 55
feeling S _ 4yBCTBO S _ 4 55
formS1 bopma S _ 46 55
formS1 obpas S _ 7 55

As can be seen from these data, the relative occurrence of some of the translation equivalents for the same words can be very different. So, the English noun address
was translated into Russian as ‘agpec’ 111 times and as ‘o6pammenue’ only 4 times. Similarly, the noun certificate was translated as ‘cepruduxar’ much more
frequently than ‘ynocrosepenne’, and the noun directory was almost always translated as ‘mupexropus’ rather than ‘cnipasounuk’. It is only natural that, for the
subject domain concerned, the first equivalents should be preferred in all three cases. The mechanisms ensuring that the attested translation equivalents are produced by
the MT system are discussed in Section 3.1.4 below.

With the more complex programme, we try to identify all translation pairs consisting of more than one word that could be produced by concatenating single-word
translation hypotheses listed in TRANSETAP, provided they follow one of the general patterns currently covered by ETAP-3 multiword transfer rules, e.g.

Pattern No English Russian



1 Adj + Noun Y  Adj+ Noun
2 Nounl (comp) + Noun2 Y  Adj+ Noun

3 Nounl (comp) + Noun2 Y  Noun2 + Nounl (gen)

etc. Thus, if TRANSETAP contains translation hypotheses personal -> nepconansuwiii and computer -> xomnstomep, the translation pair personal computer ->
nepconanshwiii komnwviomep Will be identified if the respective word combinations appear in parallel windows, since they match one of the specified patterns (namely,
pattern 1 above). The occurrences of multiword translation equivalents are counted, which is used for statistical evaluation in case of concurrent translations. For
example, if the programme output yields alternative translation equivalents whose relative frequencies are very different, as in

S:creditl S:card A:KpeauTHbIN_ S:kapTa_ 20

S:creditl S:card AKpequTHBIH_ SKapTOYKa_ 1

(identified according to pattern 2) it can easily be concluded that the equivalent credit card -> kpeoummnas xapma is preferable to credit card ->xpeoumnas
xapmouxa in the subject domain concerned.

Of course, the raw output of such an algorithm, is bound to include, in addition to plain noise, numerous multiword equivalents that are not worth identifying since they
are fully compositional, show no variance, and are produced by ETAP-3 without any assistance. For this reason, a relatively simple filtering mechanism is used to delete
these combinations from the list of attested translations produced. The mechanism leaves in this list only translations that allow variance (in TRANSETAP and/or
parallel corpora) or else are «semi-compositionaly, e.g. are composed of non-identical sets of parts of speech, as in

S: information S: retrieval -> A: undopmaiuoHHsblii S:ouck

(rather than S:mouck A: madopmanmst). Actually, more than 90 % of the entries of this list could be assessed as valuable. An excerpt from the final output of the
algorithm, listed below, shows that, even remaining within the semi-compositionality class, interesting and sometimes unexpected equivalents could be found. Many of
these are not only absent in the ETAP-3 lexicon but are extremely unlikely to appear in any terminological dictionary - exactly on the ground of their being semi-
compositional, i.e. not idiomatic enough. Meanwhile, their usability for an MT system is incontestable. In contrast to the single-word statistical programme which rates
the existing translation equivalents, the multiword programme explicitly creates some of the equivalents which it then rates. It should also be noted that some of the
entries listed below are relevant for both directions of translation while other ones are concerned with one direction only (this happens when an ambiguity of the source
language is not accompanied by that of the target language).

A:active_ S:nature_ Y A:nesTenpHbI_ SiHAaTypa_ 2
A:regional_ S:agency_ Y A:pernoHasnbpHblii_ S:opraH_ 32
A:current2 S:directory_ Y A:tekymmii_ S:tupexTopusi_ 1
A:deep_ S:sleep2 Y A:rinyGokuii_ S:coH_ 1
A:diplomatic_ S:relation_ Y A UIIoMaTHIecKuii_ S:0THOIICHUE 4
A:duel S:recognition_ Y A 0/DKHBI_ S:npu3HaHKUE_ 4
A:economic_ S:relation_ Y ADKOHOMHYECKHIi_ S:0THOIIEHHUE_ 4
A:elementary_ S:education_ Y A:HavanbHbIH_ S:00pa3oBaHue_ 4
A:friendly1 S:relation_ Y A pyKeCTBEHHBIH_ S:0THOLICHHUE_ 8
A:fundamentall S:freedom_ Y A:ocHOBHON_ S:cBOGOIA_ 24
A:generall S:assembly_ Y A:renepanbHblii_ S:accambuies_ 689
A:hot_ S:keyl Y A:ropstanii_ S:kiaBumia_ 1
A:humanl S:personality_ Y AuenoBeYecKuii_ SITMYHOCTD_ 4
A:impartial_ S:tribunal _ Y A:GecnipucTpacTHbId_ S:cy_ 4
A:inaudible_ S:whisper2 Y A:HEeBHSTHBIH_ S:enoT_ 1
A:loudl S:ejaculation_ Y A:rpoMKHii_ S:BOCKIHIAHHE_ 1
A:methodical_ S:person_ Y AIMETONNYHBIA_ S:4eoBeK_ 1
A:particularl S:circumstancel Y A:cnienuduueckuii_ S:00CTOATENBCTBO_ 4
A:personal_ S:certificatel Y Aummunslii_ Sicepruduxar_ 4
A:secret? S:votel Y A:Taiiubiii_ S:rosiocoBaHue 4
A:sensible_ S:manl Y A:3apaBoMbICIALIAIA_ SienoBeK_ 1
A:sociall S:insurance_ Y A:colanbHbIi_ S:CTpaxoBaHUe_ 70
S:accountl PR:of_ ART:the_ S:measure_ Y S.otyer_ PR:o_ Simepa_ 1
S:arrear_ PR:inl1 ART:the_ S:payment_ Y S:3amomkentocTs_ PRimo_ Siyrutara_ 1
S:asylum_ PR:from_ S:persecution_ Y Siy6exuue_ PR:ot_ S:npecnenoBanue_ 4
S:bank_ S:accountl Y A:GaHKOBCKHii_ S:cuer_ 1
S:carriage_ S:returnl Y S:Bo3Bpar_ SikapeTka_ 1
S:chief2 PR:of _ S:staffl Y S:HavanbHUK_ S:mTal_ 4
S:command_ S:linel Y AxoMaHIHBIH_ S:cTpoKa_ 1



S:configuration_ S:filel Y S:(aiin_ S:korpuryparms_ 4
S:family_ S:planning_ Y S:miaHupoBaHue_ S:CeMbsi_ 3
S:human2 S:right3 Y S:npaBo_ S:4esoBeK_ 78
S:exchangel S:ratel Y A:obMmeHHBIH_ SIKypc_ 4
S:land1 S:force2 Y A:cyxomyTHbIH_ S:cuia_ 8
S:information_ S:product_ Y A:MHPOPMALMOHHBIN_ S:IPOAYKT_ 6
S:information_ S:system_ Y A:rHbOpMaLMOHHBIN_ S:cucrema_ 7
S:maintenance_ PR:of__ S:peace_ Y S:moanepkanue_ SIMUp_ 4
S:means_ PR:of_ S:communication_ Y S:cpencTBo_ S:cooleHue_ 4
S:planl PR:of _ S:action_ Y S:utan_ S:eiicTBre_ 3
S:production_ S:reduction_ Y S:cokpaleHne_ S:IpOU3BOACTBO_ 2
S:ratel PR:of _ S:decreasel Y S:temn_ S:cHIKEHUE_ 2
S:reduction_ PR:inl S:volume_ Y S:cokpauieHue_ S:00beM_ 2
S:right3 PR:of_ S:manl Y S:npaBo_ S:4enoBeK_ 8
S:rootl S:directory_ Y A:KOpHEBOW_ S:tupexTopus_ 3
S:salel S:marketl Y S:pbIHOK_ S:COBIT_ 2
S:trusteeship_ S:agreement_ Y S:cornmamenune_ PR:o_ S:omeka_ 28
S:trusteeship_ S:agreement_ Y S:cornamenune_ PR:no_ S:omneka_ 2
S:world_ S:leader_ Y A:MupoBo#i_ Simzep_ 3
S:world_ S:pricel Y A:MupoBoii_ SineHa_ 2
S:world_ S:war_ Y A:MupoBoii_ S:BoiiHa_ 4
V:adopt_ S:declaration_ Y VinpuHUMaTh_ S:AeKIapanus_ 3
V:adopt_ S:resolution_ Y V:puHUMATh_ S:pe30TIous_ 3
V:enter_ PR:into_ S:force2 Y V:Bcrynars_ PR:B_ Sicuna_ 6
V:follow_ S:principle_ Y VicienoBarh_ S:IPUHLAIL_ 4
V:follow_ S:scenario_ Y VicienoBarh_ S:crieHapHii_ 1
V:gain2 S:accessl Y Vnony4ats_ S:rocTym_ 1
V:have_ S:accessl Y Viumers_ S:poctyn_ 1
V:makel S:recommendation_ Y V. jenatb_ S:pexoMeH1auusi_ 32
V:obtain_ S:permission_ Y Vinony4dars_ S:paspenieHue_ 1
V:0il2 S:industry_ Y AHeTAHON_ S:IPOMBIIIICHHOCTD_ 4
V:take_ S:measure_ Y V.npuHumath_ SiMepa_ 4
V:window?2 S:manager_ Y A:OKOHHBIN_ S:MeHepKep_ 2

At the end of operation, this program marks in the parallel corpus all occurrences of the translation equivalents found to exclude them from the output of the single-
word statistical programme, which is run immediately after it. The reason for this exclusion is that the attested multiword equivalents, to our opinion, must override the
single-word equivalents in case of any discrepancy. Accordingly, multiword equivalents, whose frequency of occurrence may be rather high, should not distort the
statistics for single-word translations. Indeed, irrespective of what frequency distribution is obtained for the translational equivalents of the noun man (e.g. uezosex Vs.
myacuuna), the expression rights of man must be translated npasa uerosexa and not as npasa myscuuner - in full conformity with the multiword translation list given
above.

3.1.4 Incorporating Attested Equivalents into the Lexicon and Using Them in Transfer

The translational equivalents produced by the two programmes are automatically introduced into the ETAP-3 lexicon. The transfer mechanism of the system should be
instructed to use these equivalents by default and thus override any existing equivalents (whatever they are). In other cases, where the order of magnitude of the relative
occurrence of the equivalents is the same (cf. e.g. application ‘npunosxkenune’/’3asska’, feeling ‘omrymenne’/’ayscTBo’ etc.) as quoted in the first list, both
equivalents should be introduced into the lexicon with an appropriate domain attestation tag.

To be more specific, the entries of combinatorial dictionaries of the ETAP-3 system contain different translation fields for different subject domains. These can be
created, deleted or modified automatically in accordance with the list of attested translations obtained. For example, the Russian translation fields for the nouns
directory and application will be supplemented by the following records

DIRECTORY
DOMAIN: COMPSCI-DOMAIN statistically produced!

TRANS: IUPEKTOPHA



DOMAIN: COMPSCI-DOMAIN statistically produced!

TRANS: ITPYUIOJKEHUE/3ASIBKA

The above entries should be understood as follows: The word DIRECTORY is TRANSIated for the DOMAIN of COMPuter SClence as JUPEKTOPI; the word
APPLICATION is translated within the same subject domain as ITTPUJIOXKEHUE or 3ASIBKA, whereby TTPIJIOXXEHUE is used as the first choice.

As for multiword translations, they are incorporated in the ETAP-3 dictionaries as instantiations of some of the transfer patterns - also mentioning the subject domain.
For reasons of space, examples of the respective entry records are left out.

During the transfer phase, the ETAP-3 gives, in the absence of contextual constraints which influence the translation, priority to those translation equivalents that have
been attested for the current subject domain and, accordingly, entered into the dictionary.

With this relatively simple measure the translation quality for specific subject domains can be noticeably improved. Likewise, the MT system can be automatically tuned
to different subject domains (and even user groups). The only prerequisite for such tuning is the presence of translation examples in the form of parallel corpora.

3.2 Source Text Analysis Assisted by Attested Translations

The rating of translation equivalents described above can also be used to reduce the ambiguity of the source text — and, consequently, processing time - at an early
stage of ETAP-3 operation. This is achieved as follows. If the syntactic analysis of a sentence identifies a lexical ambiguity so that (at least) one of the alternative word
hypotheses bears a translation field attested for the current subject field while another does not bear such a field, the latter is excluded from further processing.

For example, the "sports" reading of the English noun goal will be excluded from syntactic analysis of a text belonging to the subject domain of computing or medicine,
thus reducing the set of parsing variants, because its Russian equivalent, oz, is not attested in either of these domains.

3.3 Learning, Forgetting and Remembering

Any systematic collection of data represents a learning process that must be supported by a process of forgetting. In fact, as shown by studies in cognitive science,
these tasks are so closely linked that forgetting has been claimed to be a vital component of learning (cf. Lorenz 1973). So, in language acquisition one learns
phonematic oppositions via forgetting unused oppositions.

In accordance with this assumption, we have supplemented the frequency collecting mechanism by a forgetting mechanism. The latter, invoked during every learning
session, "attacks" two types of data: old data with low frequencies and the data whose frequencies are below a threshold value (which can be specified as required).

The forgetting process serves three main purposes.

First, it ensures that the data remain up-to-date. Secondly, much of the erroneous data is rid of: mistyped words, accidental matches, words coming from other
languages or different subject domains are removed. Finally, the forgetting mechanism functions as the evaluation monitor for the set of data. Thus, we do not evaluate
them by classical statistical calculi but use the forgetting mechanism to transform the fuzzy data extracted from the corpora into categorial patterns.

Naturally, the forgetting mechanism cannot operate on its own. A rule of thumb says that half of any text consists of words having the frequency 1, independent of the
text size. A forgetting mechanism working on words with a low frequency necessarily makes mistakes and is bound to obliterate «good» words, e.g. words which are
typical for the text and worth retaining. If we allow the forgetting mechanism to simply remove all these words, we will have to wait until these words reappear at least
once during the learning session with a frequency above the threshold value.

In order to solve this dilemma, we have supplied the mechanism with a means of recollecting the forgotten data. In addition to the so-called active memory which
guides the output of the system (e.g. supplies the current frequency list) we implemented a passive memory, which stores every occurrence of an item. Whenever an
item is found in the corpus, the updating and counting is done in this passive memory. In every learning session, the oldest item(s) with the lowest frequencies (however
exceeding the threshold) are identified and their frequencies are reduced by 1. This means that items that have been forgotten are more likely to overcome the threshold
in a subsequent session than a completely new item. Whenever a forgotten word is encountered anew, it is treated as an unforgotten word. The frequencies stored in
the passive memory are updated and copied into the active memory if the frequencies exceed the threshold, otherwise they remain in the passive memory and are also
reduced by 1. This process is illustrated in Fig. 2.
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Fig 2. Movement of Statistical Data on Parallel Corpora

4 CONCLUSIONS



We have shown that parallel corpora can be used to support an RBMT system. Relative frequencies of translation pairs can help to distinguish between words of the
source language which otherwise are difficult to distinguish between. The source language analysis becomes more efficient and plausible since non-attested ambiguities
are rejected at an early stage.

During the transfer phase, translation equivalents that have received a high statistical rating in a given subject field are used as first choice or default.

As the calculation of frequencies and the compilation of these data into the lexicon are made automatically, adaptation of the MT system to a new or a more specific
subject field can be implemented any time with no, or very little, human intervention. Consequently, the system is easy to customise, works more efficiently, and
produces more reliable translations.

The experiments described above represent a further step towards the integration of different NLP approaches in one MT system. The potentials of such integration,
however, are still far from being explored in full.
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